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ABSTRACT

When people attempt to conceal the truth from others, they typically exhibit what are known as deception cues, identifiable indications that the person in question is speaking untruthfully. For this study, we were interested in seeing how well an individual can separate truth from falsehood when a small subset of these deception cues are exhibited by not only human, but also robotic and text-based agents. Participants were tasked with interacting with recordings of each agent in some predetermined order, asking them questions from a preset list. Participants then rate each response in terms of perceived truthfulness. Once they have interacted with all three agents, participants were asked to rate the overall trustworthiness of each agent. The results of our study indicate that participants were able to detect deception more reliably from the human agent and that statements given by the robotic agent were consistently ranked more truthful than the statements of the other agents.
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INTRODUCTION

As we move forward in the development of embodied artificial agents, it is necessary to consider the myriad ways in which we may eventually interact with them. In particular, much attention has been paid to the parallels between how we interact with others and how we might interact with robotic agents. It is generally thought that the more that interacting with a robot is like interacting with another person, the better the interaction, as this would allow us to collaborate with robotic agents in a manner that comes very naturally to us. The end result of such interaction can vary depending upon one's purpose, but for the most part interacting in this way would certainly be considered efficient by current standards.

However, the manner of interaction that one might have with another person is generally affected by that person's agency; that is, everyone is driven by their own desires and motivations, and may alter their actions or interactions accordingly. A straightforward example of such agency is that which is exercised when telling a lie, or otherwise distorting or misrepresenting the truth. Such deception is commonly employed by humans and affects our interactions as a whole. This raises the question as to how such deceptive behavior would be received when exhibited by an artificial agent.

In particular, when considering the topic of our research, we sought to understand precisely how reliably people could detect deception from an artificial agent as compared to from an ordinary person. Under normal circumstances, people who tell falsehoods have been found to exhibit deception cues, which describe the large number of physical, linguistic, or content-based indications that an individual is not speaking truthfully. While those same cues may be willfully exhibited by a robotic agent, we were unsure as to how organic these cues might be and how well people might be able to pick up on them. As such, this paper details our process in understanding the way in which people identify falsehoods, and the reliability of reading deception cues when interacting with artificial agents.

Related Work

Extensive work on identifying and classifying deception cues can be found in a definitive paper on the subject by DePaulo, et al, which, besides describing the various cognitive facets of deception and noting common behaviors in committing deceit, contains a full appendix of the deception cues that they had studied [1]. This in itself provided a suitable basis for our research, as it allotted us a choice in which cues we wanted to focus on with respect to deception detection.

As regards artificial agents and their capacity for deception, there are examples of systems that have been developed that are able to act deceptively under circumstances in which it considers doing so to be fortuitous [2]. As well, the idea of individuals understanding that they have been deceived by an artificial agent has been explored, such as in one study in which a robot intentionally exhibited poor game-playing behaviors in order to trick participants into playing a game suboptimally so as to win by suddenly and unexpectedly shifting strategies [3]. However, such studies do not consider the most common context for deception occurring in conversational interactions, nor on parallels between human-human and human-robot interaction along these lines. As such, the nature of our research diverges from those investigations which focus more on implementation and looks instead into how well humans might identify deception in artificial agents.

Methodology

In working toward understanding the role of deception cues in detecting untruthfulness across different agents, we conducted an experiment in which participants were asked to interact with human, robotic, and text-based agents through a computer interface. Owing to the large number of deception cues that humans exhibit, we chose to limit our focus to a select few, which were chosen based on three broad categorizations of the cues from the work of DePaulo, et al [1]. The cues that we decided to investigate for this study are as follows:

Gaze aversion is an example of a physical deception cue, in that it involves movement or manipulation of a physical body or appendage. Specifically, gaze aversion occurs when the speaker looks away from his or her listener.

Rate of speaking is a linguistic deception cue, which concerns the manner in which information is verbally conveyed. Rate of speech which varies from the norm in terms of words or syllables per unit time is associated with deception.

Blocking access to information is a content-based deception cue, so named because, unlike the other types of cues, this pertains specifically to the content of a spoken message. Blocking access to information can manifest itself through deliberately vague answers or answers which do not address the question asked.

We describe the implementation of our experiment in the following sections, which detail the exact nature of the deception presented to participants and how specifically their responses to the deception cues were interpreted.

Experimental Design

Our experiment followed a single-factor design with three levels, each one corresponding to a different agent – human, robotic, or text-based. As each participant interacts with all three agents in a predetermined order, our experiment is within-participants.

Participants interacted with each of the agents using a computer interface of our own design. It allows each agent to give responses to questions that are posed to it by way of speech input on the part of the participant. In this fashion, the interaction between the participant and each agent feels more conversational than a less speech-oriented approach to handling input.

In order to keep accounts consistent across participants, the human and robot responses make use of prerecorded video segments that are played accordingly based on the current question posed, while the text-based agent gives scripted responses which are presented immediately on screen following the end of the participant's question. The human agent was instructed not to make motions with his hands or exhibit body language of any significant expressiveness besides those used in the deception cues we wished to invoke. Cadence and other speech-related attributes are preserved as naturally as possible except where deception cues are concerned.

The robot that we used for this experiment is designated Wakamaru, a commercially available robotic model offered by Mitsubishi Heavy Industries. As with the human agent, the robot's responses were prerecorded so as to ensure consistency. Each response is coupled with a head movement that approximates to the best of our ability the movements of the human agent during the same response. The responses given by the robot are spoken in a synthesized male voice that was prerecorded from Mac OS X Snow Leopard's default speech synthesizer. The physical and vocal constraints put upon the human agent were translated as faithfully as possible to the robotic agent as well.

Hypotheses

We developed two hypotheses for this experiment which we hoped to validate based on our findings. The basis for these hypotheses comes from both the information garnered from DePaulo, et al, and their paper on deception cues [1] and our general intuition with regards to how individuals might interpret such cues as exhibited by non-human agents.

Hypothesis 1. Participants will more reliably detect deception from human agents exhibiting all three cues as compared to the other agents. The rationale behind this hypothesis is that since the deception cues themselves were observed and described from human-human interactions, they may inherently be considered an organic characteristic of human conversation. Since the artificial agents lack the ability to perfectly emulate such characteristics, people may not be able to read the same deception cues from them as well as they could from the human agent, hence the predicted disparity in reliability of detection.

Hypothesis 2. Participants will rate the statements made by the text-based agent as being truthful more so than with any other agent. Since the text-based agent lacks a physical body or reasonable representation thereof and additionally communicates in text rather than speech, it cannot properly exhibit physical or linguistic deception cues. Without these cues, it seems probable that participants would take false statements made by the text-based agent at face value, misinterpreting them as truth.

Experimental Procedure

Participants were tasked with using a computer interface to interact with the three agents in consecutive order. The questions and responses considered in this experiment were designed based on a simple narrative that the participants are instructed to read beforehand. This narrative details fictional events involving the failure of one of the chilled water reservoirs at a local power plant during a shift where only the agents involved in the study were present. This provides not only the content for the interaction, but also a possible motive that would explain deceptive behavior in the agents involved.

Before interaction with the agents began, participants were given a brief introduction in the form of the narrative explaining the events surrounding the three agents. After this, we included a brief selection of items adapted from the Social Trust Scale [4] in order to gauge each participant's general level of trust in situations similar to the one presented by this experiment.

After this section, participants interacted with the agents through a computer interface in order as described above. They were told to read questions from the bottom of the screen aloud using the provided headset, after which the current agent would give an appropriate verbal response. Although the order of the agents varies between participants, the accounts that they draw responses from are provided in a fixed order. The accounts themselves vary in content but are otherwise consistent; for example, the first account is from the point of view of a technician working at the power plant regardless of the agent involved, and differs only to the minimal extent necessary for it to make sense as relayed by the agent assigned to it.

The first three questions are the same for each account, and are used to identify the agent by name, species, and age. From there, the participant asks questions pertinent to the aforementioned event and receives responses accordingly. After each response, participants mark down in a supplied questionnaire along a seven-point Likert scale how truthful they believe the statement they have received is.

Not counting the three introductory questions, each account features ten questions and responses. Of these, three of the responses are purposefully false in relation to the events of the narrative. Within each account, these three responses do not vary with regards to when they are given; that is, if the third response is false, it will always be false for the given account regardless of the agent involved. Each false response is paired with a single deception cue in order to isolate the effect of the given cue. The three deception cues discussed previously map directly to these false responses, and as such there is no repetition of the deception cues used within a given account.

Once the participant has finished the current account, they are instructed to mark down how trustworthy they feel the current agent is based on their experience with that agent. This marks the end of the current section, and so the participant continues in this fashion, moving on to the next agent and its associated account and asking questions as before. Once they have completed all three accounts, participants move on to a brief post-experiment questionnaire, in which we record general information regarding the participants' perceptions of the agents involved in the experiment.

Measurements

The independent variable for our experiment was the agent involved in the questioning process. As participants interact with each agent in turn owing to the design of our experiment, our manipulation was on the ordering of the agents themselves. Our dependent variables were primarily objective and subjective measures, as we wished to take account of both the ability of the participants to detect deception as it occurred and how much they trusted each agent after the fact.

The beginning of the questionnaire features a pretest which uses the Social Trust Scale to measure the participant's trust in a general sense toward persons with whom they are unfamiliar [4]. Each item there follows a seven-point Likert scale. Then, for each account, the participant rates statements given by each agent in terms of their truthfulness, again on a seven-point Likert scale. However, the first three questions in each account regarding the demographic information for the current agent (name, species, and age) take written answers in order to firmly establish the ordering of the agents for each participant as well as comprehension on the part of the participant.

The post-experiment questionnaire further explores matters of trust by asking participants to choose a single agent that they consider their preference for receiving information from, how many of the agents they would have questioned had they the freedom to do so, and the order in which they would have questioned all three agents if given the opportunity. As well, we provided participants with a free-form written response regarding which agent they felt was most guilty for the events that transpired in the narrative.

The final section of the questionnaire captures demographic information for each participant, including age, gender, and student major(s), along with frequency of computer and video game use and familiarity with robots.

Participation

Participants for this experiment were gathered largely through convenience sampling and were recruited using online job boards, paper flyers, e-mail and standalone advertisements. Participants varied greatly in age in some cases but were for the most part college-age students (M = 23.6 years). All were native English speakers from the Madison area. Distribution of gender was roughly equitable, totaling 14 males and 11 females. Computer use was fairly prevalent among participants (M = 4.7 hours a day), while video game use was relatively low (M = 3.3 hours a week). Likewise, familiarity with robots was understandably low (M = 2.6 on a seven-point Likert scale). In total, 25 participants were recruited for this experiment.

Results

To determine whether participants rated the overall trustworthiness of each agent significantly differently (as marked after the completion of each interview), one-way ANOVAs were run on the perceived truthfulness of each agent, as well as on the participants’ ratings of statements. The perceived truthfulness of each agent was not quite significant at the .05 level, (F(2, 71) = 2.61, p = .08). Therefore, we cannot conclude that the humans perceived a significant difference between the truthfulness of the human agent (M = 5.04, SD = .22), the robot agent (M = 5.68, SD = .22), and the text agent (M = 5.12, SD = .22). However, these results are still interesting in the context of the post-survey responses discussed later in this section.
Deception Detection

Hypothesis 1 stated that participants would be more able to detect deception in human agents than in robot and text-based agents. To test this hypothesis, the rating assigned to each statement containing a deception cue as well as the average rating assigned to the 7 true statements were compared for each agent using a one-way, within-subjects ANOVA.

Significant differences were identified between ratings assigned to statements by the human agent (F(3, 95) = 4.52, p = .005), and by the text agent (F(3, 95) = 2.71, p = .050). No significant differences were identified for robot statements (F(3, 95) = 2.07, p = .11). The latter result is interesting, and suggests that participants were least successful in detecting deceptive statements conveyed by the robot agent compared to the human or text agents.
To confirm which types of statements were rated significantly differently by participants, Tukey HSD tests were performed. For statements by human agents, truthful statements (M = 5.50) were rated significantly higher than both content-based cues (M = 4.48) and physical cues (M = 4.32). Linguistic cues (M = 4.68) were not rated significantly differently than either true statements or statements containing other types of deception cues. Participants were less successful in detecting deception cues in the text agent: the only significant difference identified was between true statements (M = 5.42) and content-based cues (M = 4.40). Physical cues (M = 4.88) and linguistic cues (M = 5.20) were not rated significantly differently compared to either true statements or content-based cues.

These results confirm Hypothesis 1: participants rated statements containing two types of deception cues significantly lower than true statements, whereas only one type of deception cue was rated significantly lower for text-based agents. None of the statements containing deception cues were reliably identified as less truthful than true statements when conveyed by robot agents. Also, statements containing linguistic cues were not detected as being less truthful than true statements in any agent. 

Truthfulness of Statements
Hypothesis 2 stated that the text-based agent’s statements would be rated higher than statements made by the human or robot. To test this hypothesis, the truthfulness ratings for statements were compared between agents for each type of deception cue.

First, a Shapiro-Wilk test was performed on each type of deception cue, grouped by agent, to determine whether the data was normal. The content-based deception cues and true statements were normally distributed for all agents. The linguistic deception cues were non-normal for all agents. The physical deception cues were normal for the text interface only (W = .93, p = .067).

	Agent
	Linguistic
	Physical
	Content
	None

	Human
	W=.91, p=.031
	W=.90, p=.022
	W=.94, p=.13
	W=.96, p=.47

	Robot
	W=.88, p=.007
	W=.85, p=.002
	W=.93, p=.096
	W=.93, p=.089

	Text
	W=.86, p=.003
	W=.93, p=.067
	W=.95, p=.19
	W=.96, p=.39


Table 1: Shapiro-Wilk test on truthfulness of statements

Next, one-way within-subjects ANOVAs were performed on the content-based deception cues and the true statements to determine the existence of significant differences between agents. For true statements, no significant fixed effects were identified (F(2, 71) = 1.06, p = .35), indicating that any differences in the ratings of true statements between agents were not significant. For content based deception cues, a probability value could not be calculated in 100 iterations of REML (F(2, --) = .40), though the F-value suggests no significant difference between agents.
For the non-normal data, a Kruskal-Wallis test was performed in place of the ANOVA. A significant difference was identified in both the ratings of linguistic (Z = 12.1, p = .002) and physical (Z = 21.4, p < .0001) deception cues. Since the ANOVA test failed for the content based deception cue, a Kruskal-Wallis test was also performed, and indicated no significant difference between agents (Z = 1.46, p = .48). These results were expected, considering that the physical and linguistic deception cues are not present in the text-based agent, whereas the content-based cues and true statements were presented consistently across all three agents.
Finally, to identify which agents were rated significantly differently for statements containing physical and linguistic deception cues, Tukey HSD tests were performed. In both cases, the differences in rating between robot statements and human statements were significantly different. The ratings of statements by the text-based agent were not significantly different from either other agent. These results reject Hypothesis 2, and indicate instead that statements by the robot agent were considered more truthful than those by the human agent in cases where the statements included physical or linguistic deception cues.
Post-Survey

After interviewing all three agents, participants were asked which agent they would interview in the future if they could choose only one. 54% of participants who responded chose the robot, compared to 25% for the human and 21% for the text agent (One participant did not provide a response to this question). This result matches the overall perceived truthfulness ratings assigned by participants after interviewing each agent, as mentioned at the beginning of this section.
Participants were also asked how many agents they would interview if given the choice, and to rank the agents in order of preference. 64% of participants would interview all three agents, while all but one would interview at least two, the last participant opting to interview only the human. Despite selecting the robot as the sole agent to interview, 56% of participants would choose to interview the human agent first, compared to 28% for the robot and 16% for the text agent. 88% of participants would interview the human either first or second, and all participants would interview the human if given the choice. In contrast, only 80% of participants would interview the robot and only 80% would interview the text agent.
Discussion

These results reveal a number of interesting details about the perception of the trustworthiness of agents. In general, participants considered the robot to be the most trustworthy agent, as indicated by the post-survey questionnaire and supported by the trustworthiness ratings assigned after each interview. If the purpose of the interview is to determine the truth about an event, participants would choose to interview the most trustworthy agent if they could only interview one.

Trustworthiness of Agents

However, most trustworthy does not mean most truthful. Each agent had an equal number of true and deceptive statements, and participants were unsuccessful at detecting all deception cues evoked by the robot. Therefore, participants chose to interview the agent whose statements they were least likely to be able to properly identify as false. In a situation similar to the one simulated in this study, choosing to interview only the robot could result in a less accurate understanding of the event compared to interviewing only the human or text agent.
If any number of agents could be interviewed, however, most participants would interview the human first, despite the agent’s lower perceived reliability. Although this may seem counterintuitive, interviewing the agent that provides the most identifiable deception cues could allow the participant to ask more targeted questions to the other agents to validate statements made by the human. Again, this assumes that the robot’s perceived trustworthiness is in fact accurate, though in the study, none of the agents colluded with each other or made statements that could validate or invalidate another’s statements, to avoid bias in the trustworthiness ratings based on the content of the statements and the order in which the agents were interviewed. Notably, 32% of participants only deemed interviewing a single non-human agent necessary, while one participant would only interview the human.
Participant Justifications

Participants were asked as part of the post-survey to explain which agent they considered most at fault and why the agent seemed most guilty. 52% chose the human as the guiltiest, justifying their suspicions based on a variety of perceptions and preconceptions. Participants suggested that the human “had opportunity” and “was the only person in the situation with free will and true reasoning ability,” whereas neither the robot nor the text agent “would maliciously cause a leak,” implying that the robot and text agents were incapable of intentionally causing a problem, though it was never stated that the leak was caused intentionally. According to one participant, “being that he was human, [he] had the most responsibility. He also had the most to lose,” suggesting that humans should be held more responsible for their actions than robot and text agents. Others took issue with identified physical cues that they interpreted as deceptive, pointing out that “he looked away” and had “distracted eyes.” In general, participants held the robot and text agents to different standards than the human, based on the assumed capabilities of each agent, their roles in the workplace environment, and the interpretation of physical deception cues in the human.
The text-based agent was considered the guiltiest by 28% of participants. One participant considered the text agent to be “the most ‘connected’ to the workings of the building” and therefore claimed it should have noticed and solved the problem before the other agents. Another connected the text agent to the failed system itself, asserting that “it had a system failure” despite no background being provided that the text agent was in fact the same system. Others disliked the lack of identifiable deception cues in the text agent, claiming that “several details were easier to be concealed” by the text agent due to its “distancing language,” the “standardized, flat [answers]” to questions, and the “lack of visualization”.
The remaining 20% of participants chose the robot as being the guiltiest. One participant claimed he/she was “not able to get any feelings from it,” implying that the lack of emotion was itself a deception cue. Another admitted “I may have some R2D2 bias though” when explaining that the robot was the most guilty, suggesting that preconceptions of robots based on popular culture have an effect on the perceived guilt of robot agents. Across all three agents, other participants cited various statements that they considered to be contradictory or otherwise hard to believe as reasons for choosing one agent as guiltier than the others.
Identification of Deception Cues

As noted in the results, participants accurately detected content-based deception cues in the human and text agents, as well as physical cues in the human agent. Statements containing physical cues (gaze aversion) were not rated significantly less truthful when conveyed by the robot, even though the head and eye movements made by the human agent were replicated by the robot for its responses to the same questions. This could be due to the robot’s inability to accurately reflect certain human characteristics, such as eye movements. When the human agent shifted his eyes, the robot turned its entire head when responding to the same question. This difference in the representation of deception cues could make them more difficult to detect. One respondent specifically mentioned the human agent’s “nervous blinking [and] distracted eyes” as reasons the human seemed most at fault, cues that are not portrayed by the robot or text agents.
The linguistic deception cue, rate of speech, was not identified in any agent. This is likely due to the fact that a single deception cue might not imply deception in all cases. Though the rate of speech was increased, the latency of the response was not, meaning that the sense of anxiety or the urge to get the answer out and switch topics may depend on the presence of both cues. The rate of speech also ties into the content of the response as well: providing a long response quickly does not indicate an intention to deceive to the same extent as providing a short response with the same rate of speech. This study inserted specific deception cues into different statements in order to identify whether each was detectable in various agents, however a follow-up study is needed to test a more realistic scenario where statements can intentionally contain multiple deception cues.
Conclusions

In summary, this study supports the hypothesis that people are able to detect deception more reliably in humans than in robot or text agents. Participants were able to reliably detect statements containing physical and content-based deception cues in the human agents, whereas they were only able to detect content-based deception cues conveyed by a text agent and no cues conveyed by a robot agent. However, it also identified robot agents as being considered the most trustworthy of the three agents due to a variety of reasons cited by participants, including the human’s ability to act on free will and the lack of embodiment of the text agent.
Future work in this area includes testing a larger variety of deception cues in more realistic combinations to address the inability of participants to identify rate of speech linguistic cues evoked by any agent. Additionally, future studies could vary the human characteristics of the robot and text based interfaces, to determine whether adding a voice or avatar to the text interface would increase its trustworthiness, or to determine how the gender, age, and tone of the robot voice affect its trustworthiness.
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